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This group focused on paradigms and practices for evaluating the fairness of a recommender
system. As noted in Ekstrand’s talk abstract (Section 3.5), fairness is a complex, nuanced, and
context-dependent family of problems that defies simple definitions or overly-standardized
evaluation approaches [20, 42]. It is, however, a vital problem: recommendation brings
significant benefits to users, creators, and society by catalyzing economic opportunity and
enabling e!ective access to a wider range of art, news, information, and products. Ensuring
that these benefits accrue broadly across society, instead of being concentrated on the few
or distributed in ways that replicate historical and ongoing discrimination, is essential if
recommendation is to truly serve the public good.

Because fairness metrics and evaluation requirements are specific to particular applications,
fairness problems, and goals [44, 21], it is di"cult to present technical best practices such
as particular metrics, data processing strategies, etc. Instead, we seek to describe “best
meta-practices”: ways of approaching the planning, execution, and reporting of fairness
evaluations that will enable work to be rigorous – both socially and technically – and
clearly communicated. In this section, we synthesize ideas from prior work on problems and
approaches to fairness research [17, 18, 21, 44, 49] to which we refer the reader for further
study, along with some fresh observations of our own.

Many of the ideas in this section are not specific to fairness [18]; all aspects of recommender
system evaluation benefit from careful attention to the problem, justification of metrics and
methods, and clear communication.

4.2.1 Landscape

Understanding fairness in recommender systems requires considering a complex ecosystem
of various entities and interconnected concepts. In Fig. 1, we briefly overview the main
concepts behind fairness. The entities involved include consumers, item providers, and
subjects; multiple actors can be considered together under multisided fairness. Fairness
problems also often divide into individual and group problems, regardless of the entities
involved. Additionally, we describe the potential harm caused by unfairness and the temporal
dimension of fairness.

For “Who”?

Fairness becomes a critical factor when recommender systems are deployed in settings
where harmful discrimination may occur. We distinguish between di!erent classes regarding
“who” fairness might concern [1, 18]. Consumer side fairness or user side fairness ensures
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Figure 1 Categorization of fairness factors.

that consumers7 of the recommender system are treated fairly in the quantitative and
qualitative aspects of their experience. This involves ensuring equity of utility or usability,
fair representation, avoiding stereotypes, etc. Fairness towards item side entities ensures
a fair treatment of items; it can include provider and subject side fairness but can also be
considered without knowledge of providers or subjects. A system can be unfair by treating
similar items di!erently, e.g., when two news articles on the same topic and with comparable
quality are not exposed equally. Provider-side fairness is an item-side entity concern which
ensures fair treatment of item providers. Subject-side fairness is an item-side entity concern
which ensures fair treatment of the subjects (people or entities) mentioned in, or related to
the items. For example, in news recommendation, a system can be unfair to the gender of
people described in news articles or to specific topics discussed in the articles. Multisided
fairness [11] considers consumers and providers, demanding fairness on both sides.

On “What” basis?

Fairness is often characterized as individual vs. group fairness [17]. The goal of individual
fairness is to treat similar individuals similarly, so that each individual receives an appropriate
treatment in accordance with some task-specific notion of “merit”. The goal of group fairness
is to treat di!erent groups similarly, so that there are no systematic disparities across
groups. Usually, a protected group is contrasted against an unprotected group (also called
dominant or majority group) to guarantee that protected individuals are treated comparably
to unprotected ones. Groups are often defined upon attributes from anti-discrimination law,
e.g., gender, ethnicity, religion, and age.

Individual fairness assumes a function to measure the similarity among individuals.
Defining such similarity function is challenging due to the lack of ground truth, data biases,
task dependency [25] and very often results in solving the task itself [12]. For example,
a “perfect” similarity function based on user preferences and past interactions could be
used to generate “perfect” recommendations. While group fairness might seem easier to
accomplish, it requires access to protected attributes to define groups. These attributes are
often unavailable or di"cult to collect because they represent sensitive data, e.g., gender.
Moreover, group fairness does not guarantee fair treatment among individuals within a
group due to aggregation and comparison among groups (fairness gerrymandering [32]). For

7 “Consumer” is commonly used to indicate the people using a recommender system. The term should
not be used when the recommender system recommends people, such as in dating applications or job
recommendations. For brevity and clarity, we will use consumer in this piece as we do not explicitly
talk about these topics.

24211



94 24211 – Evaluation Perspectives of Recommender Systems

example, a music recommender system might achieve group fairness with respect to gender
by increasing exposure for a single artist, but this does not ensure fairness for other artists
of the same gender.

“How”?

Exploring the “How?” of fairness involves examining various dimensions through which
fairness can be achieved or compromised. Here, we refer to some examples of how unfairness
can lead to unfair distribution of utility, severe consequences, exposure, discrimination,
misrepresentation, and reinforces stereotyping.

Unfair distribution of utility Unfairness in recommender systems can lead to unequal
distribution of utility, where benefits such as opportunities are disproportionately allocated.
When recommendations favor certain consumers/users or item providers over others due
to biases in data or algorithms, some groups receive more exposure and advantages, while
others are marginalized [22, 19, 24]. This inequitable distribution not only reduces the overall
satisfaction and utility for disadvantaged users but also perpetuates existing inequalities and
limits diversity.

How can recommender systems be designed to ensure an equitable distribution of utility
among all users/items/subjects?
What factors contribute to the unfair distribution of utility in recommender systems?
How do biases in the data and algorithms a!ect the distribution of utility among di!erent
user/item groups?
What metrics can be used to measure the fairness of utility distribution in recommender
systems?
How can interventions be implemented to correct the unfair distribution of utility in
existing recommender system algorithms?

Disparity of Exposure Depending on the user attention model that is considered, an
item’s position in the recommendation list determines the exposure of individuals or groups
of items [7, 43]. Therefore, exposure has e!ects and implications on how much users will
consume those individual or groups of items. Disparity of exposure is typically based on
the principles of equality of opportunity. This can be further operationalized in di!erent
ways [15, 31].

For example, disparity of opportunity can be based on the idea that all item groups/similar
items should get exposure proportional to the collective merit of the items in the group or
the merit of individual items [30]. Fairness for individuals can be defined following the idea
that exposure should be proportional to relevance for each subject in a system. In contrast,
fairness for groups means that exposure should be equally distributed among members of
groups defined by sensitive attributes such as gender and lyric language [43].

How can exposure be measured and balanced to ensure fairness for all users and item
providers?
What algorithms or techniques can be used to ensure equitable exposure?
How does unequal exposure a!ect user satisfaction and engagement with recommender
systems?
What are the challenges in achieving group-level exposure fairness, and how can they be
addressed?
How can exposure fairness be maintained over time as user preferences and content
availability change?
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Discrimination occurs when the algorithmic decisions tend to disadvantage certain groups
based on characteristics such as demographic information, e.g., ethnicity, gender, age, or
socioeconomic status [2].

How does discrimination a!ect user trust and platform credibility?
What are the legal and ethical implications of discrimination in recommender systems?
How can inclusive data collection practices reduce the risk of discrimination in recom-
mendations?

Misrepresentation refers to an inaccurate representation of users or item providers’
characteristics [21, 17]. Misrepresentation can be in the form of inaccurately representing users’
interests and information needs internally, preventing certain user groups from systematically
having less accurate representations (e.g., user embeddings or other user models that may
lead to stereotyped recommendations [21]. Providers can be harmed by not having their
products consumed.

How can misrepresentation in user profiles and item descriptions be identified and corrected
in recommender systems?
What impact does misrepresentation have on user satisfaction and item provider success?
How do inaccurate user models contribute to the spread of stereotypes in recommenda-
tions?
What techniques can improve the accuracy of user and item representations to prevent
misrepresentation?
How can transparency in recommender systems help users understand and correct potential
misrepresentations?

Reinforcing stereotype refers to the potential of recommender system algorithms to
perpetuate harmful or unnecessary stereotypes by consistently promoting content that aligns
with narrow, stereotypical views [38].

How do recommender systems contribute to the reinforcement of societal stereotypes?
What are the long-term impacts of stereotype reinforcement on users and society?
How can algorithms be designed to avoid reinforcing stereotypes?
What role does diverse and inclusive data play in preventing stereotype reinforcement?
How can user feedback be used to identify and mitigate the reinforcement of stereotypes
in recommendations?

On “What” Scale?

Machine learning models often optimize some static objectives, causing fairness to be regarded
as a static function. Most definitions consider fairness as a one-shot process, i.e., with respect
to a single point in time. The underlying assumption is that fairness will be beneficial for
the protected individuals or groups, as well as the whole society, in the long term. However,
decisions based on ML models can be iterated over time, and one-step fairness can even
cause harm [28, 34, 35, 13, 33, 6, 24].

Recommender systems are dynamic and interactive by nature, i.e., the nature of entities
may change over time. For example, groups based on attributes such as popularity can quickly
change over time, and fairness interventions can potentially drive items into or out of the top
popular group. This distinction of fairness as a long-term or short-term process results in
static vs. dynamic fairness. Static fairness disregards changes in the underlying environment,
e.g., utility, attributes, etc., while dynamic fairness adapts to the environment [26].
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The severity of consequences refers to the negative impact of unfair recommendations on
all entities involved, e.g., consumers, item providers, etc. For instance, severe consequences
for consumers can be in the form of missed opportunities, financial losses, or psychological
harm. Item providers such as content creators or sellers can face severe consequences that
manifest as reduced visibility and revenue (see Section 4.2.2 for concrete examples).

The extent to which unfair recommender systems can cause harm depends also on the
temporal dimension. For example, disparity of exposure might not cause immediate harm
but, if reiterated in the long-term, can potentially lead to severe discrimination, job and profit
loss, and reinforcement of stereotypes. In the long term, unfairness can also have significant
societal consequences. With news and social media sites, unfair recommender systems might
promote content emphasizing only one political side or misinformation discriminating against
certain groups [50, 5].

4.2.2 Examples / Use cases

Fairness concerns may be encountered in any recommender systems use case. Here, we
present a few examples to give an intuition for what fairness concerns we might consider in
research and practical applications. We chose two use cases to explore a subset of potential
fairness concerns. By no means is this list exhaustive. More examples can be found in the
literature available on this topic [17, 18, 49].

Research paper recommender system/search engine

Academic search and recommendation aim to help researchers find relevant papers for their
interests. The widespread use of these systems calls for ways to ensure fair information access
to avoid harmful consequences to authors, institutions, and journals. In Fig. 2, we briefly
overview the main concepts behind fairness for the use case “research paper recommender
systems”.

ConsequencesHow it harmsOn What BasisFor Who
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Research Institutions
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Group Attributes
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Under Recognition
Loss of Revenue
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Figure 2 Identifying the key points of fairness in research paper recommender systems.

Possible actors involved are paper authors, users of the search or recommender system,
research institutions, and publishing venues, e.g., conferences and journals. Author group
fairness can be defined by attributes such as gender, seniority, geographical origin, or discipline.
The Gross Domestic Product (GDP) and the country can apply to research institutions and
country for publishers.
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Examples of fairness concerns for this domain include:
If the system provides an unfair disadvantage to a group of authors, this may lead to lower
recognition in the field for this group of authors (discrimination, disparity of exposure,
misrepresentation). Consequently, this can lead to challenges for them in finding a job
posting in academia and a loss of revenue in the long term.
If a discipline is under-represented, this can lead to a knowledge gap for the user (reader)
of the system (disparity of exposure, misrepresentation). This knowledge gap can lead to
less-informed papers and potential rejection of the work.
If there is a systemic bias on the location or renown of an institution, this can lead to under-
recognition for these institutions (discrimination, disparity of exposure, misrepresentation),
thus stumping their growth, and harming their search for funding and students.
If articles from a publisher or group of publishers are under-recommended (discrimination,
disparity of exposure, misrepresentation), this can lead to a lower value for publications by
this publisher and consequently to fewer submissions to the journal, leading to diminishing
value for the publisher.

E-commerce

Online retailers provide users with easy access to products from all over the world. Online
marketplaces such as Amazon, Zalando, and Ali-Express serve many users with products
from various vendors. Thus, their recommender systems have an impact on the fairness
towards many stakeholders. In Fig. 3, we briefly overview the main concepts behind fairness
for the use case “e-commerce recommender systems”.

ConsequencesHow it harmsOn What BasisFor Who
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Figure 3 Identifying the key points of fairness in e-commerce recommender systems.

We identify two main classes of actors from the selling and buying side: companies
involved in the production chain (manufacturer, vendor, shipping companies) and consumers.
Meaningful attributes for companies are size and country. For consumers, we can consider
gender, ethnicity, age group, and income level as relevant attributes.

Some specific concerns we would like to highlight are the following:
If the system is under-recommending items from a group of vendors (discrimination,
disparity of exposure, misrepresentation), this could lead to lower sales for these vendors.
This, in turn, is likely to lead to a loss in revenue for them.
If there is an unfair distribution of the manufacturing plants of recommended items, then
underrepresented manufacturing plants might lose revenue as the items they make are
not being sold as easily (discrimination, disparity of exposure, misrepresentation). This
could lead to job loss for the employees and even bankruptcy.
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If one user group is consequently recommended more expensive items (discrimination,
misrepresentation), this may lead to higher strains on their income; thus, introducing or
reinforcing a monetary gap with the other groups.
If recommendation quality is systemically lower for a group of users (unfair distribution
of utility, misrepresentation), this leads to lower utility for them.
If the recommender system consistently recommends stereotypical items to groups of
users, this can lead to reinforcing stereotypes. For example, girls might get recommended
books about princesses, while boys get books about knights.

4.2.3 Problem definition

As with any evaluation, for fairness, the problem to be evaluated has to be clearly defined [48].
In this regard, there are some specifics for fairness evaluation that we need to emphasize.
First and foremost, a state of “full” fairness does not exist. Many dimensions come into play
that might be considered unfair, but we can only know about it if we evaluate an RS on
those dimensions. Thus, fairness evaluation needs to target a specific fairness problem and
can only draw conclusions on this specific problem.

Depending on how we define the problem, a solution may be (un)fair with respect to
that specific definition but not to another. Before describing the di!erent aspects involved in
defining the problem, it is important to highlight the connections and di!erences between
fairness and bias. In general, the term “bias” may be used to refer to multiple concepts.
[36] categorize biases as statistical or societal: 1) Statistical bias refers to the systematic
di!erences between data or outputs and the underlying observable world; and 2) societal
biases to the systematic di!erences between the observable world and the arguable ideal
world without any form of discrimination. We use bias to describe the objective deviation
or imbalance in a model, measure or data compared to an intended target, including both
sampling biases and measurement error. Therefore, we use the term “bias” to refer to a
specific property or characteristic of the system without making any inherently
normative judgment. On the other hand, we use “fairness” to discuss the normative
aspects of the system and its e!ects. Here, it is important to distinguish between the
technical fact and the moral, ethical, or legal concern in the interests of societies as well as
individuals.

Bias vs. fairness: Research on fairness in RSs can be of descriptive or normative nature,
which will particularly shape the interpretation phase in the evaluation process. In its
descriptive nature, the purpose of the evaluation of fairness aspects is to describe the current
state (is situation) of one or several recommendation approaches in its given context (e.g.,
domain, dataset, constraints, assumptions). In a normative take on fairness, there is a target
that should ideally be reached or approached (should-be situation). This may also include
that di!erent intervention strategies are evaluated for their e!ectiveness and compared
accordingly (as, for instance, done in [24]). Note that there is not necessarily a specific target
distribution or target figure on a particular metric to be targeted; instead, the goal is often a
direction of how an intervention should compare to the is situation – thus “improvement” over
the situation before (e.g., smaller gender gap than before, higher exposure of the minority
group than before).

Context/Motivation: In the context of RSs, fairness-related harms arise when there is,
for instance, an unequal distribution of utility (e.g., harming a fraction of users with specific
probabilities). Accordingly, a fairness problem needs to be specified based on the specific
harms that arise. As with any research problem, the fairness problem needs to be motivated
based on prior research or real-life observations, underpinning the relevance of the harm. For
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instance, [19] motivated the relevance of the investigated harm through previous research and
practices on author gender aspects in the book domain. [24] conducted interviews with artists
in the music domain to find out that this stakeholder group experiences particular harm
due to gender imbalance, which was then the basis for motivating their RS fairness research
on gender aspects (specifically, exposure of women) in this domain. When motivating and
defining a fairness problem, it is crucial to care about an appropriate problem; specifically, not
trivializing the problem into disrespect. Similarly, we need to be careful with “toy” problems:
Is the problem causing harm? Should we give priority to researching this specific problem? Is
it relevant in practice? Does it matter? In this regard, we need to contextualize the fairness
problem: On the one hand, context is needed to motivate the relevance of the problem in its
domain or more specific context (e.g., women and gender minorities are generally strongly
underrepresented in the music domain [29], which contextualizes why and how artist gender
fairness is addressed in this domain [24]). On the other hand, contextualization is needed for
results interpretation (see Section 4.2.5).

Multiple definitions: The fairness problem we are working on can be defined in multiple
ways. In the case of gender imbalance in music recommendation, female artists have less
exposure than male artists since they are shown lower in the ranking; but also, there are
fewer female artists recommended overall. Therefore, it is important to clearly define which
aspect(s) the work is addressing. In order to do this, it is essential to take into account the
context and motivation of the work: if the goal is to increase the consumption of female
artists in the long term, increasing the number of female artists recommended could not be
enough if they are consistently ranked lower than male artists [24]. Therefore, we need to
ensure that the metric we use to measure and optimize our algorithm aligns with the specific
dimension of fairness that we defined. For this, it is crucial to clearly define and document
the research question that we are trying to address.

The multiple definitions are related to the high complexity of the problem we are working
on. When defining the problem we want to address, we always need to make certain
assumptions. For example, in the case of gender fairness, an assumption that authors make
is that all artists in the dataset are annotated with a gender label [24]. This is an assumption
that, in the real world, will either bring some limitations or require practitioners to find a
way to operationalize that is out of scope in the proposed solution.

Multiple dimensions: The concept of multiple fairness dimensions means that there are
multiple active concerns in a given system: gender, religion, sexual orientation, etc. When
we define di!erent groups of individuals that belong to more than one group, we need to
consider a combination of the groups. Addressing multiple dimensions of fairness makes the
problem more complex but also allows us to find issues that otherwise go unnoticed. For
example, in the case of music recommendation, when promoting female artists to reach a
more balanced consumption, it may happen that only female artists from Western countries
are exposed but not from the Global South. Therefore, in this case, considering the multiple
dimensions of fairness implies exposing, to some degree, female artists from both the Global
North and the Global South.

To summarize, the fairness problem definition needs specificity in many regards:
Specification of the harms/inequities that are being addressed; relevance and appropriate-
ness need to be motivated
Clear specifications of the fairness dimensions that are supposed to be addressed and
evaluated
Scoping and contextualization:

Clearly state the scope of the evaluation
Put the scope into context (di!erent contextualization)
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Clearly explicate the assumptions
Define scope, i.e., showing the existence or magnitude of a fairness issue (descriptive),
investigating and evaluating fairness interventions
Is the point of interest causality or correlation?

When defining the problem, it is helpful to keep the main concepts behind fairness in
mind, as described in Section 4.2.1 (Fig. 1): Fairness “for who”, “on what basis”, “how it
harms”, and “consequences”.

4.2.4 Operationalization & Planning

Defining the problem is only the beginning: once the problem is defined, it needs to be
operationalized – i.e., translated into a specific evaluation design, including data set(s), method
of running the experiment(s), and evaluation metric(s) [44, 21]. This operationalization
process can result in qualitative, quantitative, or mixed-methods research designs.

This section briefly summarizes considerations for e!ectively operationalizing quantitat-
ive evaluations of recommender system fairness. We separate operationalization from the
definition process to facilitate clearer thinking about the relationship between the specific
measurements and the original social, ethical, policy, and technical goal(s). No one meas-
urement can fully capture everything of interest, particularly for a concept as complex and
multifaceted as fairness (even after defining a specific fairness problem), and it is vital to
recognize and document what is missing in the specific evaluation design and avoid the trap
of conflating the measurement with the original goal. [44], [21], and others provide further
reading on scoping.

An e!ective evaluation design for fairness will have at least the following properties:
It is well-matched to the particularities of the application and problem [21].
It can be e!ectively computed with data that is available (or obtainable) and of high
fidelity. In this regard, we emphasize that it is crucial to prioritize the suitability and
accuracy of data over mere availability because using readily available but inappropriate
(here: for this research unsuitable) data can result in undefined or erroneous outcomes –
particularly in the face of edge cases – and should, thus, be avoided [39].

4.2.4.1 Scope of measurement

Operationalization must begin with a clear scope of what is to be evaluated. This typically
needs to be the end-to-end system; because fairness does not necessarily compose [16], we
cannot assume that improving the fairness in some respect for one component of the system
will necessarily improve fairness of the system’s final output or impact. While it is vital to
study di!erent stages and components (e.g., candidate selection [10] or embeddings [47]),
they cannot be studied only on their own; downstream impacts are crucial to understanding
their contributions to fairness in the system’s social impact.

The scope of measurement, therefore, consists of several aspects (some of which are
decided in earlier stages, such as problem definition; see Section 4.2.3):

What component(s) or intervention(s) are being evaluated? Some projects will
be purely descriptive, seeking to understand the fairness of a current system; others will
be incorporated into evaluations of changes proposed for other purposes (e.g., ensuring
a model intended to improve user modeling accuracy does not induce unfairness); and
still others are to evaluate the e!ectiveness of a fairness intervention. The scope of
measurement needs to be in line with the problem definition (Section 4.2.3) and specified
in more (fine-grained) detail.
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What system aspect(s) are to be evaluated? As noted above, this usually needs to
include fairness of the final system outputs or impacts, but it may also include targeted
measurements of other components. For example, an experiment on improving the fairness
of candidate selection in a multi-stage research paper recommender system should measure
both the fairness of the selected candidates, and the fairness of the final rankings, to assess
both (1) if the intervention is behaving as it is intended to (akin to a manipulation check
in other research designs) and (2) if it is having the desired e!ects on the surrounding
system.
What entity classes are to be considered? This flows from the selection of stake-
holders (see Section 4.4), but operationalization needs to produce a specific metric for
users, items, providers, or other entities in the data model; and further, the evaluator
must decide whether it is being computed over all entities of that class or a subset of the
data. The unit of analysis [44] and aggregation strategy are also important.

4.2.4.2 Inputs to evaluation

At a high level, there are two major computational and data inputs to an evaluation: the
system to be evaluated and the data to be used for that evaluation. The system is common
to all evaluation types, as is some of the data (consumption or feedback data, content, etc.).

Fairness evaluations often require additional data, particularly for group fairness, where
group membership data is required. There is a variety of sources for such data:

Integrate additional public data sets. For example, [19] combine three external data sources
with book consumption data to measure author gender fairness for book recommendations.
Obtain data from additional sources, such as data markets. Depending on the data source,
this may bring significant privacy, ethics, and legal questions.
Collect or produce data, e.g., by paying for expert data annotations and metadata
preparation.
Use background data available in the specific domain or related domains. Background
data, such as demographic information, social indicators, or historical trends, can be a
valuable source to fill gaps and enrich the context. Proper validation and alignment with
the primary data source are crucial to ensuring that the background data contributes
meaningfully.

Great care is needed to appropriately annotate data, particularly for ascribing potentially
sensitive identity characteristics to people. For example, the US Program for Cooperative
Cataloging has developed recommendations for discerning and recording authors’ gender
identities [8]. These recommendations disallow inference of gender identity from names or
photos, in favor of authors’ explicitly-stated identity (preferred) or inferences from pronouns
in o"cial biographical material they approved (if the author describes themselves with the
pronoun “her”, for example, the guidelines allow that as evidence of a female gender identity).
Automated inference, while appealing computationally, has significant challenges in terms
of its accuracy and fairness as well as ethical and conceptual concerns about its reification
of specific ideas of gender and its (dis)respect for autonomy and right to self-identification
among the people identified [27, 37]. Each identity has a di!erent set of considerations
(which may vary between cultures and regions, for example, in the di!erent ways racial
categories function in di!erent countries). However, a similar concern is required for any
categorization of people. There are also a range of privacy and regulatory concerns, in some
cases prohibiting data collection and in others requiring it [3].
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Once the data has been sourced, either internally or externally, operationalization further
depends on the nature and encoding of the data. Several key questions about group
membership or other fairness-related data attributes a!ect further design choices, including:

How complete is the data?
What biases are in the data? This can be biases in values, biases in errors (e.g., job
candidates of particular races are more likely to have erroneous labels), and biases in
selection (e.g., label-dependent selection bias [14], where certain label values are more
likely to be observed).
How many and what categories are in the data? E.g., does it only have binary gender, or
does it represent non-binary gender identities as well [37]?
How are entity categories represented? Are they discrete, or does the data represent
mixed, partial, or unknown membership?

4.2.4.3 Experiment design

The overall design of the experiment – data splitting, running systems, etc. – for fairness
evaluations is not significantly di!erent from other evaluations for accuracy, diversity, novelty,
etc., except for the need to incorporate additional data for some fairness constructs. The
guidance elsewhere in this report, therefore, applies.

4.2.4.4 Choosing measurements

The actual specific measurements or objectives used to quantify fairness need to align clearly
with the problem, the nature of the constructs involved in the problem (e.g., e!ectiveness or
gender), and the practicalities of the data used to compute them.

For example, several metrics for both provider- and consumer-side fairness only operate
on discrete binary attributes in which membership is fully known and are therefore di"cult
or impossible to apply to more realistic settings with multiple groups and unknown or partial
membership [39]. This is misaligned with the nature of the construct (many characteristics
are not binary), as well as the data practicalities (complete data is extremely rare). Metrics
for individual item fairness su!er from other limitations, e.g., they cannot be used to assess
systems in isolation but only for relative comparisons across systems [40, 41]

Some of the things that need to be considered for measurement selection include:
The metric should be a plausible approximation of the problem. This is the most critical
consideration because a metric that is computable but does likely not map to the problem
likely is not measuring the intended issue.
For group fairness, the number of groups and the nature of membership [39]. This a!ects
several things, including whether di!erences or ratios are appropriate, or whether a
di!erent way to compare values is needed [23].
The nature of the impact or resource to be fairly allocated, such as whether it is
subtractible (allocation to one person comes at the expense of another) [17, 20]. Zero-sum
operationalizations of non-subtractible goods, such as consumer-side utility (one users’
good recommendations do not a!ect another users’ bad ones), induce competition where
it need not exist [21, 20]. [45] address this for consumer-side equity of utility by using
an positive-sum metric, the sum of the logs of the total utility for each group, that has
optimal reward gain from improving utility for the least-well-served group.
Metrics should deal in a clear and documented manner with missing data (feedback,
group annotations, or other data).



Christine Bauer, Alan Said, and Eva Zangerle 103

Metrics and their aggregations should respond well to edge cases such as empty lists,
empty groups, etc.
Whether or not there is a specific target, and if so, what that target is, needs to be clearly
specified.
How fairness should relate to other concerns, such as utility, when appropriate. For ex-
ample, pursuing equal exposure for items, providers, or groups and exposure proportional
to (estimated) utility will yield di!erent metrics [39, 7].

Further, metrics di!er in their interpretability and scope of comparability: some can
measure fairness in a way that is comparable across data sets or target distributions. The
Gini coe"cient, for example, is a data-independent measure of resource concentration, and
can be used to document that exposure is more heavily concentrated on a smaller set of
items in one system or data set than another. On the other hand, expected exposure loss [15]
cannot be directly interpreted and can only assess which of several systems better matches
the target distribution.

In some cases, it is not necessary to directly measure unfairness, depending on the
evaluation goals. Disaggregated evaluation [4, 22] – grouping entities by attribute and
computing metric separately for each group – is useful in its own right to assess whether
one group is getting greater benefit or harm than another, even without quantifying the
di!erence itself. Distributional evaluation [27] takes this further, looking at distributions
across individual entities or within entity groups (e.g., looking at the distribution of utility
for consumers of di!erent genders).

4.2.4.5 Iterating on operationalization

Fairness evaluation is not a linear process that can proceed from definition to operational-
ization to further stages without detours or backtracking, but is often an iterative process.
The operationalization needs to be checked against the problem definition to ensure that it
accurately captures the construct of interest.

Also, this check should not be done solely by the research team. Following the idea
of member checking in qualitative research [9], it is helpful to return to the stakeholders
involved in the problem definition to engage them in assessing whether the proposed design
captures the concerns they articulated.

4.2.5 Analysis & interpretation

Once the problem is operationalized and the metric results are available, it is important
to dedicate substantial time to analyzing and interpreting these results. A core mantra
for analyzing results should be: “Think about it!”. The results will likely not provide an
“obvious” answer to the research question, and we should not assume that an improvement
in the metric(s) is enough for a successful experiment. Instead, it is important to get to the
meaning of the results and figure out what conclusion the results allow us to make. This
is the required basis to figure out how the results can be used to bring this message to the
reader (Section 4.2.6).

It has become common practice to perform Exploratory Data Analysis (EDA) to define
problems and operationalize them to gain deeper insight into the domain and data. Once
the results are in, doing Exploratory Result Analysis (ERA) is just as important because we
need to ensure we understand the results and draw the correct conclusions. We can only
form satisfying conclusions to the research problem with a deep analysis.
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There is no set-in-stone way of doing analysis. As analysis is an open space, it is also a
creative and challenging e!ort. To provide a starting point, we highlight some questions we
could ask ourselves when analyzing results:

Do the results “make sense”? Given the hypothesis or experimental setup, do
the results match expectations regarding sign and magnitude? If they do not match
expectations, this should be a trigger to take a second look and figure out why they do
not match expectations. This could lead to interesting insights, new ideas, or finding
bugs in the data or code.
How should we interpret the metric(s)? Is the metric result easily interpretable, or
does it require additional e!ort to understand what a metric value means in the context
of this research? Can a particular metric value be interpreted on its own or does it have
to be put into relation with others? How can the metric be used to clarify our story?
What does the metric measure? A good practice is to consider what influences a
metric to interpret the results better; for instance, what changes in data could lead to
positive or negative changes in metric value. Is it possible to cheat the metric so that it
improves, though the cause is not favorable? For example, if the di!erence between two
groups in terms of utility is used as a metric, and it should be minimized, then a way to
cheat the metric is to reduce utility for the high-performing group and not improve the
low-performing group’s experience.
How do our assumptions impact our results? Which assumptions was the exper-
iment setup built upon, and how robust are our results to these assumptions? If we
changed some of the assumptions, would this change the results? If so, why does it make
sense to use the assumptions?

When analyzing, unexpected results will come up. It is valuable to think about these
surprises; even if they cannot be explained within the same work, reporting them is encouraged.
Reporting such surprising results may lay the ground for future work investigating these
phenomena in detail. As a final point, we want to highlight that although the supposed
tradeo! between fairness and utility is often claimed, there is not su"cient evidence to
conclude that it exists (for details, see [46]). Even if utility metrics may deteriorate slightly,
blaming it on a supposed tradeo! is not doing it justice. Further analysis is likely to show
how to improve utility without harming fairness so that we can reach systems that are both
fair and useful or improve in fairness without a utility loss. As such, it is also valuable for
fairness research to report the utility of the system and the impact of the intervention on
this utility. Plenty of evidence shows that utility can go up when the system is fairer.

4.2.6 Reporting & sharing

In this section, we highlight some aspects regarding reporting and sharing the scientific work
that is particular to fairness in recommender systems. First, it is key to describe and frame
the problem addressed in the work clearly, demonstrating why the problem is crucial to
address, which may already be a valuable contribution to the community (cf. Section 4.2.3).
It is important to note that this is often not about completely solving the fairness problem,
but rather about the outcome that is achieved and how it is achieved, e.g., under which
assumptions/hypothesis/constraints.

Data sharing: Part of reporting the work involves sharing the data and code used to
conduct the research. However, sharing the data in the case of fairness work requires a
thorough consideration of the potential harms that may imply and other ethical considerations.
For example, it is common to deal with sensitive data about individuals when doing research
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on topics with fairness. Therefore, sharing sensitive data should be avoided in such cases, but
it may be possible to do so upon request from other researchers if agreeing to non-disclosure
of such information. Allowing the work to be reproducible for others while not disseminating
sensitive data can be particularly challenging but is critical or better contributing to the
community. For example, when working with gender information, releasing such data may
harm some individuals. Also, specific annotation errors may occur (e.g., misgendering) that
would be harmful to the a!ected individual if public, while not a!ecting the statistical results
of the work. For such reasons, sharing the annotated data can be particularly undesired by
those individuals since it a!ects them and needs to be done with care and consideration.

Governance: Another consideration involves who will be responsible for the sensitive data
collected after the work is published. For example, it is common that a junior researcher
is the main person involved in the tasks of creating the required dataset and reporting the
results; in such a case, it should be clearly defined who will be the person of contact (who
will be in charge of providing this data) if the junior researcher is no longer part of the
institution or laboratory. Further, it is important to point out that in some edge cases –
that are not common in recommender systems research so far – the best can be not sharing
highly sensitive data; for example, if that puts the integrity of some individuals in danger.
In such cases, the availability of such data should be taken with utmost care, and it may be
appropriate even to delete such data when the research is concluded. Institutional review
boards provide guidance in this regard.

Communication: It is crucial to present fairness findings in a manner that is both
respectful and objective. For instance, it is more appropriate to describe the observed
disparities and then contextualize them within the broader societal or technical challenges
than resorting to language that could be perceived as accusatory or judgmental. Adopting a
serious and respectful tone fosters a more constructive dialogue. Hence, the report should aim
to move the conversation forward, emphasizing that the problem is not entirely solved and
highlighting the progress made. It is also important to mention that the previous suggestion
applies when writing scientific reports and also when reviewing them. As reviewers, we should
not expect that a single work entirely solves a problem; it may be enough to, for example,
make a formal definition of the problem that is trying to solve or present a possible solution
even if it is not perfect or reaches the maximum score of a given metric. It is essential to
recognize that fixing the problem completely is not the only challenge. When defining the
problem and proposing a solution, it is important to acknowledge that there may be multiple
reasonable choices and ensure that the proposed one aligns with the problem at hand.

Generally, we should avoid making claims that are not supported by evidence and always
highlight which specific results are used to draw a specific conclusion. It is crucial to avoid
over-claiming as an attempt to demonstrate the value of the work.

Document assumptions: The report should mention the assumptions made when defining
the problem. When we define the problem, we always make assumptions, and sometimes, the
decisions and hypotheses are taken by a di!erent person, and we need to discover/understand
from analyzing the data. Part of operationalization (see Section 4.2.4) involves making these
assumptions and understanding others’ decisions.

In the report, it is advised to include a section that clearly states the limitations of the
work that come from those assumptions. Transparency over the limitations of a work is
always desired and should not be used by a reviewer as a way to criticize the work.

Thoughtful and Thorough Limitations: dedicate a section in the paper to clearly state
and report the limitations of the work that arise from the underlying assumptions and design
choices. A follow-up on the impact or implications of the achieved results helps to emphasize
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the potential of the proposed method, increase transparency over the limitations of the work,
and open the room for future investigation. Thorough reporting on the limitations of the
work should not lead to reviewers underestimating the value of the work. Being explicit
about limitations provides avenues for future work and should be seen as a strength.

In summary:
State clearly that the goal is to move the conversation forward, not to entirely solve the
problem.
Avoid over-claiming your results; clearly state your contributions and their limitations.
Demonstrate that the problem you are solving is valuable. Avoid solving problems only
because the data to solve them is available, and be careful with top problems.
When sharing data, consider the sensitivity of the dataset and clearly state what decisions
you made with regard to the availability of this dataset. With sensitive data, there are
more reasons not to share data, even if this harms reproducibility.
Problem statement: Explain and ground the problem you are helping to solve.
Explanation and justification: explain how you ended up with your problem definition:
argument and justify your choices at every stage.
Be very clear about assumptions and discuss them in your evaluation.
Be considerate in the tone of communication: the problems we are tackling deserve a
serious and respectful tone and phrasing, and we should avoid being judgmental.
Do not assume that your choices are the only reasonable ones: for example, the “correct”
target does not exist or the “best” algorithm depends on the target.

4.2.7 Conclusion

Since fairness is a complex, nuanced, and context-dependent family of problems, the challenge
remains that simple definitions or overly-standardized evaluation approaches are unlikely to
be e!ective. The presented meta-practices shall give guidance on a meta-level. Still, fairness
researchers need to thoroughly explore the specific dimension(s) of fairness involved in their
targeted research problem and develop a suitable evaluation strategy.

Although we focus on quantitative analysis, this work could also extend to qualitative
analysis, particularly in planning and reporting. However, not all the operational aspects
discussed for quantitative analysis will be relevant to qualitative analysis.

Additionally, the examples discussed in our work could also be extended to other values,
such as environmental considerations. For instance, the principles and methods for evaluating
fairness could be adapted to assess recommender systems’ sustainability and environmental
impact. This adaptation would provide insights into how well these systems align with
ecological goals, identify potential tradeo!s, and ensure that environmental considerations
are integrated into their operations. Such an approach can help address broader social
responsibility issues and ethical impact more comprehensively.
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4.3.1 Introduction

To date, there have been a large number of papers written on challenges and best practices
for evaluating recommender systems [6, 9, 13, 17, 18, 36, 38, 24, 36, 48]. Still, papers written
and published today often fall short of embracing the practices suggested in prior works.
Hence, we aim to suggest practical methods for the recommender systems community to
guide researchers toward embracing such practices. We suggest concrete tools that can be
immediately implemented in prominent recommendation system research venues such as
ACM RecSys and ACM TORS.

We believe that the research community, as a whole, largely agrees on many of the
practices that should be embraced. However, it is often the case that individuals are unaware
of the many challenges of rigorous evaluation. In addition, adopting these practices often
comes at a significant cost in terms of the invested e!ort and required time. Hence, it
may be tempting for researchers not to prioritize such issues when preparing their work for
publication.

An example from a methodological perspective based on surveying the literature shows
that authors sometimes tune their models on test data, or do not report on how they tuned
the hyperparameters of the baselines [38, 41]. Often, we find that certain aspects of the
experimental design, e.g., regarding baselines, datasets, or metrics, are not justified beyond
the fact others have adopted the same design in previous work. Combined, these aspects
may lead to a certain stagnation in our field, as discussed already a decade ago [24, 17, 71].
Similar discussion has been ongoing more recently, e.g., [13, 18, 33].
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