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ABSTRACT
As recommender systems are prone to various biases, mitigation
approaches are needed to ensure that recommendations are fair to
various stakeholders. One particular concern in music recommen-
dation is artist gender fairness. Recent work has shown that the
gender imbalance in the sector translates to the output of music
recommender systems, creating a feedback loop that can reinforce
gender biases over time.

In this work, we examine that feedback loop to study whether
algorithmic strategies or user behavior are a greater contributor to
ongoing improvement (or loss) in fairness as models are repeatedly
re-trained on new user feedback data. We simulate user interac-
tion and re-training to investigate the effects of ranking strategies
and user choice models on gender fairness metrics. We find re-
ranking strategies have a greater effect than user choice models on
recommendation fairness over time.

CCS CONCEPTS
• Information systems → Recommender systems; • Human-
centered computing → Collaborative filtering; • Social and pro-
fessional topics→ Gender;
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1 INTRODUCTION
Recommender systems significantly impact users’ activities on a
wide range of platforms. Streaming platforms have become one of
the primary sources of music consumption [22]. Typically, such
platforms integrate music recommender systems (MRS) that learn
from large-scale user behavior and music features [33] to recom-
mend music (at various levels, including songs, artists, etc.) tailored
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to a specific user. With the prevalence and impact of automatic rec-
ommendation in music (and other domains), it is vital to consider
the fairness of both the recommendations themselves and their
interaction with users and the broader sociotechnical context [8].

In this work, we specifically examine biases related to artist
gender. Gender imbalance is a highly topical subject in the music
sector [e.g. 20, 34, 37, 39]. From interviews with artists, Ferraro
et al. [17] learn that artists care about the gender imbalance in the
music industry, a finding partially supported by interviews in Din-
nissen and Bauer [5] as well. As artists consider MRS a potential
solution to promote content by female artists to reach a gender
balance in what users consume [17], Ferraro et al. [16] analyze
MRS approaches regarding gender bias and propose bias mitigation
strategies to counteract the gender imbalance. In a simulation study,
they demonstrate that gradually increasing exposure of underrepre-
sented gender group can interrupt long-term bias amplification. In a
field study on Spotify, Epps-Darling et al. [13] found that increasing
the fraction of tracks by female artists in algorithmic music recom-
mendations resulted in continuing increase in the prevalence of
tracks by female artists in users’ “organic” listening (selecting and
playing songs without the recommender). Compared to other do-
mains, music has a particularly biased starting point with respect to
gender in the underlying data because there is a substantial gender
gap: male artists dominate the field, while female and nonbinary
artists form a smaller group, though some within this minority
group are highly popular [20, 34].

In this work, we build on the findings of Ferraro et al. [16] and
Bauer and Ferraro [1], using a similar simulation approach to ex-
plore the effects of different post-processing strategies for bias
mitigation. In particular, we expand those results to additional
post-processing strategies and examine the effects of two different
elements of the feedback loop: the re-ranking strategy to augment
the fairness of the recommendations, and the user choice model
that encodes how users select results from recommendations. This
allows us to examine whether algorithmic strategies or user behav-
ior are a greater contributor to ongoing improvement (or loss) in
fairness. We note that this study is purely descriptive—we make no
claims about what the balance of artist genders in recommendation
should be, but seek to document how that balance is affected by
various elements of the sociotechnical feedback loop. While our
work focuses specifically on gender imbalance in the music indus-
try, our contribution is relevant to other provider characteristics
and content domains, such as books [9].

2 RELATEDWORK
There is a wealth of research on biases in recommender systems.
Popularity bias has been widely researched for many years [e.g. 2,
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10, 12, 24]. More recently, research on bias and bias mitigation have
been particularly addressed from the perspective of societal fairness:
are users or item providers treated fairly—and if not, how can
we create fair(er) recommender systems? Biases in recommender
system behavior and outputs can arise from many different sources,
including the algorithms themselves, corpus data, training data, and
users’ ongoing interactions with the system [8]. Unfairness arising
from both underlying data and recommendation models, and their
interplay, has been documented in prior studies [e.g. 9, 16].

In this paper, we are concerned with fair exposure or visibility for
artists across genders. Re-ranking methods are widely adopted
to improve such outcome fairness [13, 16, 29, 35, 36, 38], post-
processing the outputs of standard recommendation models to
improve the fairness of the resulting lists (or, in some cases, grids or
other displays). In the context of gender (im)balance, these strate-
gies can be deployed both to improve equity in the recommendation
themselves—increasing the exposure that items created by female
and gender-minority artists receive—and also to influence future
consumption patterns towards gender parity [13].

Most work on fair recommendation is concerned with fairness at
a single point in time [e.g. 9]; Epps-Darling et al. [13] looked at the
recommender impact on users but did not close the loop for user im-
pact on subsequent recommendations. Real recommender systems,
however, are iterative systems with a feedback loop between the
system and its users. Simulation is a useful mechanism for study-
ing feedback loops: Mansoury et al. [25] and Jannach et al. [23]
use simulations to study popularity bias effects, Zhang et al. [41]
find that users’ high reliance on recommender systems provides
suboptimal performance outcomes in the long run, and Chaney
et al. [3] document longitudinal convergence in recommendations
between users. While relying on the same simulation approach,
Ferraro et al. [15] study exposure biases across artists of different
styles, whereas Ferraro et al. [16] and Bauer and Ferraro [1] address
gender imbalances in artist exposure. .

Many simulations use very simple models of user response, e.g.,
assuming that a user would consume the top 𝑘 items [16]. Recent re-
search on user choice models [19] shows that different choice mod-
els can influence the overall choice distribution and performance
of the recommenders. Further, different recommender algorithms
affect users’ choices in different ways [18]. It is therefore neces-
sary to employ richer models of user action to study recommender
system feedback loops.

Few works compare the relative effects of recommendation al-
gorithms and user choice models. One example is that of Fabbri
et al. [14], who studied exposure inequality in people recommender
systems. Their stochastic user choice models did not impact the ex-
posure as much as the recommender algorithm and the underlying
social graph structure.

Understanding the relative impact of recommendation tech-
niques and user responses remains a gap in understanding the fair-
ness of recommender systems and developing robust, empirically-
grounded tools for ensuring recommendation contributes to a fair
and equitable society. In this paper, we build on prior work by two
of the authors [1, 16] that used simulation to study the imbalance
in gender exposure in MRS; we extend their methods to study and
compare the impact of base recommendation models, re-ranking
strategies, and user choice models on gender balance in an iterative

setting where recommendation models are repeatedly re-trained in
response to user feedback.

3 METHODS
We build our experiment on a subset of the LFM-2b dataset [32].
We use two base recommendation models, IALS (implicit-feedback
matrix factorization with alternating least squares [21]) and BPR
(matrix factorization trained with pairwise rank loss [30]), to gen-
erate initial recommendation lists and reprocess these lists through
various post-processing bias mitigation strategies. We ran the exper-
iments with LensKit [6], using LensKit’s IALS implementation and
a PyTorch BPR implementation for LensKit. We tuned the hyper-
parameters for both base models using random search to optimize
𝑀𝑅𝑅 over 1000-item rankings on a test set.

We first describe the mitigation strategies we study, then remain-
ing details of the data, metrics, and experimental simulation.1

3.1 Approaches
We choose IALS and BPR as the basis approaches for our analysis
because these are well-known algorithms for collaborative filtering.
Each mitigation strategy post-processes the ranking produced by
IALS or BPR to improve the gender fairness of the final ranking.
We test three strategies for recommendation post-processing:

MoveUp Move the first item by a female artist to the first rank.
𝝀5, 𝝀7 Penalize items by male artists by moving each of them

𝜆 positions downward in the ranking [16]; based on the
original paper, we use 𝜆 = 5 and 𝜆 = 7.

FAIR The FA*IR ranking algorithm from Zehlike et al. [40]: For
each position, select the highest-scored item in the original
ranking that will not cause the protected group (non-male
artists) to be statistically significantly underrepresented con-
cerning the target proportion (which we set to 50%).

IALS and BPR without any adaptations (None) serve as baselines.

3.2 Dataset
For our exploratory analysis, we rely on a subset of interactions
between 2013–2020 in the LFM-2b dataset [32] enriched with artist
gender information collected fromMusicBrainz.org (MB)2. We limit
the data to only ‘solo’ artists—where the artist is a person—for
which MB reports the gender identities. We consider the categories
female, male, and nonbinary3.

The final data contains 436, 789 artists, of which 93, 316 are cate-
gorized as female, 342, 523 as male, and 950 as nonbinary. Following
the procedure of Ferraro et al. [16], we use a 15-core of user-artist
interactions, retaining 78, 021 users and 187, 471 artists, of whom
21.675% represent female artists. For hyperparameter tuning, we
split data by time to get 90% training and 10% test data, discarding
test users with no training ratings.

3.3 Metrics
We use several metrics to understand the system’s behavior from
different perspectives:
1Code available at https://doi.org/10.5281/zenodo.13315571.
2https://musicbrainz.org
3Nonbinary refers to a broad spectrum of different individual identities. From MB, we
merged the categories nonbinary and other.

https://doi.org/10.5281/zenodo.13315571
https://musicbrainz.org
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Figure 1: Average position of the first female artist (𝑃𝐹𝐴) over iterations. Position 0 is the highest rank.
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Figure 2: 𝐴𝑊𝑅𝐹 over iterations. 0 is fair; negative values mean that unprotected-group (male) artists are overexposed.

• First-position exposure. We focus on the position in the recom-
mendation rankings because users interact more frequently
with only the top-ranked items (i.e., position bias) [4]. To
this end—in line with Ferraro et al. [16], we average for each
user the position of the first female artist (𝑃𝐹𝐴) in the recom-
mendation ranking, with the first position as 0.

• Overall exposure with𝐴𝑊𝑅𝐹 (Attention-Weighted Rank Fair-
ness [28, 31]). This uses rank-discounting (as in metrics like

𝑛𝐷𝐶𝐺 and 𝑅𝐵𝑃 ; we followed TREC in using 𝑛𝐷𝐶𝐺 ’s loga-
rithmic discounting [11]) to estimate the exposure value of
each rank position, and measuring the fairness of exposure
provided to each group. As with FAIR, we treat male artists as
unprotected, and measure fairness by the difference between
the exposure distribution in the ranking and a target of 50%,
and average over all recommendation lists.

• Diversity. We use the Gini index (𝐺𝑖𝑛𝑖@𝑘) to measure how
concentrated the recommendations are on a few artists both
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Figure 3: Gini coefficients (𝐺𝑖𝑛𝑖@10) over iterations, both overall and for male and female artists. 1 is maximum inequality.

overall and disaggregated by gender.𝐺𝑖𝑛𝑖@𝑘 = 1 indicates
that all recommendations go to the same artist, while 0means
all artists are equally recommended.

3.4 User Choice Models
In the simulation, we consider four different user choice models
(each implemented for 𝑁 = 10):

Deterministic (Det) User listens to all 𝑁 recommended items.
Random (Rnd) For each item in a user’s top 𝑁 recommended

items, the user listens with probability 0.5.
InspectionAbandon (IA) A probabilistic cascade model [27]:

for each item in the top-𝑁 recommendations, with probabil-
ity 0.5 the user listens to that item. After listening or ignoring
the item, they stop listening entirely with probability 0.3;
otherwise, they continue to the next item. The IA model is
based on cascade models from the existing evaluation litera-
ture [27], implementing that users have a higher probability
of consuming higher-ranked items than lower-ranked ones.

Biased Variant of IA in which users are biased so that they are
10% more likely to listen to male artists than others.

3.5 Simulation
We simulate a user-recommender feedback loop to study the long-
term effect of thesemitigation strategies and user choicemodels. For
each user, we use the choicemodel to select artists from the system’s
recommendations and record additional listening events for the
selected artists. We then retrain the model on this augmented data
and compute recommendations for the next iteration.We repeat this
procedure for 5 iterations, as the effects anchored after 5 iterations
in previous works [16].

4 RESULTS
In this section, we present the results concerning the position of
the first female artist (𝑃𝐹𝐴), 𝐴𝑊𝑅𝐹 , and the Gini coefficients. We
compare the re-ranking approaches (in the columns of the facet
plots in the figures) and the user choice models (in the rows of
the facet plots). While it is important to include the full gender
spectrum in the data, model, and simulation, our data does not
contain sufficient nonbinary artists to draw scientific conclusions
from their inclusion in the analysis, so we report results only on
male and female artists.

Fig. 1 clearly indicates that the re-ranking strategy determines
the position of the first female artist, whereas the user choice model
does not impact the ranking position of the first female artist. IALS is
more stable than BPR, showing almost no variation across iterations
or choice models. AsMoveUp always puts a female artist on the very
first position, it optimizes this metric by design. 𝜆7—followed by
𝜆5—ranks the first female artist only on a slightly lower rank. FAIR
ranks the first female artist only slightly higher than the baselines
without re-ranking (None).

𝐴𝑊𝑅𝐹 is mostly consistent with 𝑃𝐹𝐴. Fig. 2 indicates that the
re-ranking strategies have more impact than user choice models on
𝐴𝑊𝑅𝐹 (there is more variation between columns than rows), with
little change over time. Further, we observe that FAIR contributes
least to improving 𝐴𝑊𝑅𝐹 compared to the baselines; moving only
the first female artist (MoveUp) is more effective at overall exposure
fairness even though it only adjusts the position of a single item. The
𝜆-re-rankers were the most effective, with 𝜆7 improving exposure
fairness the most. As with 𝑃𝐹𝐴, IALS-based recommendations had
more stable gender exposure balance.

Fig. 3 shows diversity as measured by𝐺𝑖𝑛𝑖@10. IALS is more eq-
uitable than BPR across all re-ranking strategies and choice models.
Further, comparing 𝐺𝑖𝑛𝑖@10𝑓 𝑒𝑚𝑎𝑙𝑒 and 𝐺𝑖𝑛𝑖@10𝑚𝑎𝑙𝑒 shows more
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equitable results for male than female artists: not only are female
artists under-recommended (see 𝐴𝑊𝑅𝐹 ), the exposure that does go
to female artists is more concentrated on a smaller fraction of those
artists. With FAIR, the gender gap in inequity closes, particularly
with the IALS base model.

5 DISCUSSION AND CONCLUSION
Our results show that re-ranking strategies have a greater effect
than user choice models on the provider fairness of recommenda-
tions as the model is retrained with new user interactions over time:
when it comes to longitudinal fairness, ‘it’s not you’ (the users),
‘it’s me’ (the recommender system). This effect is consistent across
multiple metrics and underlying recommendation models. That
is, the model of user choice and response to recommendation had
little effect on the fairness metrics we considered. Therefore, re-
ranking strategies may be a useful tool for intervening in a biased
world and addressing ‘societal imbalance’ [26], as the algorithms
have a stronger impact than the users’ behavior in choosing items.
The base recommendation models we considered did exhibit differ-
ent behavior, with IALS delivering more stable results while BPR
showed greater variation in fairness and diversity metrics, although
without clear trends. While the re-ranking strategies can break the
original feedback loop, IALS seems to anchor a ‘new’ feedback loop
within the 5 iterations observed in our study.

It is not clear to what extent BPR’s volatility is a response to
user data vs. noise and sensitivity to randomness in training. Isolat-
ing these effects would require repeated re-runs of the simulation,
which is computationally expensive; developing sample-efficient
ways of identifying sources of noise [7] is an important future
research direction for recommender system simulation.

There are several important directions to extend and improve this
work. For one, while we considered nonbinary gender identities, the
small number of nonbinary artists makes meaningful analysis with
current methods difficult. We plan future work to explore additional
re-ranking strategies and choice models (including more heavily
biased models), additional data sets and domains, and a broader
range of recommendation strategies (including content-based and
hybrid models). It is also vital in the future to examine intersectional
impacts on artists who belong to multiple marginalized groups.
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