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▪ Recommender systems 
→ I use recommender’s 

terminology 
▪ Interdisciplinary 
→ drawing from various 

disciplines 
→ also mixing terminology → I’m 

not perfect… 
▪ Human-centered computing 
→ I care about humans: again 

and again—always!

Context
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What can we learn from 
imagined users that real 
users cannot teach us? 

What can we learn from 
real users that imagined 
users cannot teach us?

3
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ethics cost of user 
studies

data sparsity

Motivation: Why user simulation?

…because we can…?!
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Simulation as design tool

5

Simulations help us 
design with foresight, not just 

afterthought.

Simulate RefineEvaluate Repeat
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User simulation  
in  

information access
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Mimicking users in information retrieval research

■ following Cranfield paradigm → mimic potential requests of users: 
▪︎ “removing actual users from the experiment but including a static 

user component: the ground truth” 
▪︎ simplifying assumption that a single set of judgments for a topic is 

representative of the user population 
■ mimicking user requests → essentially, this is user simulation

7

Cyril W. Cleverdon (1991). The significance of the Cranfield tests on index languages. Proceedings of the 14th Annual international ACM SIGIR Conference on Research and 
Development in Information Retrieval (SIGIR ’91). ACM, New York, NY, USA, 3–12. DOI: 10.1145/122860.122861

Ellen M. Voorhees (2002). The Philosophy of Information Retrieval Evaluation. In: Peters, C., Braschler, M., Gonzalo, J., Kluck, M. (eds) Evaluation of Cross-Language Information 
Retrieval Systems. CLEF 2001. Lecture Notes in Computer Science, vol 2406. Springer, Berlin, Heidelberg. DOI: 10.1007/3-540-45691-0_34
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Mimicking users in recommender systems research

■ assumptions: 
▪︎ historic behavior is representative for future behavior 
▪︎ taking the average of all users 

■ mimicking user behavior in “offline evaluation” → essentially, 
this is user simulation

8
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Is all what we do  
user simulation  

in the end? 
— 

No!
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Fig. 3. Spectrum of experiment types.

et al. [78], in which the authors aim to reproduce the results of 18 papers from the !eld of deep364
learning recommender algorithms. In an extended version of that study, Ferrari Dacrema et al. [77]365
!nd that only twelve out of the 26 evaluations had a reproducible setup, corresponding to a total366
of 46% of all systems. Here, the authors considered a paper to have a reproducible setup if (i) a367
working version of the source code is available or the code only has to be modi!ed in minimal368
ways to work correctly, and (ii) at least one dataset used in the original paper is available (this also369
includes the train-test splits to be available or at least be reconstructible based on the description370
in the paper). The importance of documenting train/test splits (among other factors) is also high-371
lighted by Cañamares et al. [36], who show that di"erent splitting methods and factors can lead to372
diverse evaluation results. On a similar note, Bellogín and Said [24] make the case for accountabil-373
ity and transparency in RS research and argue that only if the conducted research and evaluation374
is reproducible, it is also accountable. They discuss the requirements for accountable RS research375
and derive a framework that allows for reproducible and, hence, accountable RS evaluation.376

3.3 Evaluation Design Space: Experiment Type377
In RS research, we distinguish three experiment types: o#ine evaluations, user studies, and online378
evaluations [20, 22, 81, 93, 101]. These di"erent types describe the general experimental setup;379
Gunawardana and Shani [92] also refer to these types as “evaluation protocols.” The characteristics380
of these types include, among others, aspects of user involvement, utilized and obtainable data, or381
the type of insight that can be gained when using a speci!c experiment type. Please note that382
experiments of more than one type may be necessary to obtain a full picture of the performance383
of a RS. O#ine evaluations are often the !rst step in conducting evaluations and there is a “logical384
evolution from o#ine evaluations, through user studies to online analyses” [81]. Figure 3 shows an385
overview of the three experiment types, emphasizing that they represent a contrasting spectrum of386
experiments, covering diverse and di"erent aspects of RS performance, where each type comprises387
a wide variety of evaluation setups and con!gurations.388

Table 2 features an overview and comparison of the three established experiment types uti-389
lized in the RS research community. In the following, we further elaborate on their characteristics,390
goals, usage scenarios, and di"erences. O#ine evaluations aim to compare di"erent recommen-391
dation algorithms and settings; they do not require any user interaction and may be considered392
system-centric. In contrast, both, user studies and online evaluations, involve users and can be con-393
sidered user-centric. Still, user involvement in evaluation does not necessarily target or capture the394
user experience, as discussed in Knijnenburg and Willemsen [132]. Also, for instance, Celma and395
Herrera [40] refer to leave-n-out methods, a typical o#ine evaluation method, as user-centric;396

ACM Computing Surveys, Vol. 00, No. JA, Article 00. Publication date: September 2022.

Experiment types in  
recommender systems  
research

10

Eva Zangerle & Christine Bauer (2022). Evaluating recommender systems: survey and framework. ACM Computing Surveys, 55(8), Art no. 170, pp 1-38. DOI: 10.1145/3556536

Different (sub-)communities 
→different terminology 
■ Computational or algorithmic approaches 
■ User studies (in the lab or online) 
■ Field study/experiment (using real-world system)
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Longitudinal 
effects
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Dynamics Special/rare cases  
or extremes

Basically:  
Addressing more than mere one-shot mimicking.

e.g.,
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But who’s that?

We consider the “typical”, 
“average”, … user.

12

The “average”  
might not even exist.

Person 1 Person 2
average
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Is it all wrong? 
— 

Well, it depends!
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Accuracy/
realism  

vs. 
abstraction/

simplification
https://miro.medium.com/v2/resize:fit:1400/format:webp/1*ZCPl3n2DG5ksaWAAQ7X_gA.png
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A model is per definition a simplification.

Creating realistic user simulation models: 
▪︎ is complex 
▪︎ requires in-depth study to develop realistic assumptions 
▪︎ may not always be necessary

15
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Simulation ≠ faithful replication

We do not simulate  
to replicate reality. 

We simulate  
to explore possibilities.

16

Realistic user model— 
detail, complexity, accuracy

Toy agents— 
abstraction, simplicity
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Longitudinal effects
▪ Simulating sessions, habits, or drift over time 

▪ Generative science approach: 
→modeling at the micro-level, insights on the macro-level 
→ simulate “what-if” scenarios (e.g., how changing one behavior 

rule affects the whole system) 
→ Discover non-obvious dynamics (e.g., tipping points, paradoxes)

17
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Studying concentration, coverage, and popularity effects in 
session-based recommendation

18

Andres Ferraro, Dietmar Jannach, and Xavier Serra (2020). Exploring Longitudinal Effects of Session-based Recommendations. Proceedings of the 14th ACM Conference on 
Recommender Systems (RecSys '20). ACM, New York, NY, USA, 474–479. DOI: 10.1145/3383313.3412213

RecSys ’20, September 22–26, 2020, Virtual Event, Brazil Andres Ferraro, Dietmar Jannach, Xavier Serra

Table 1: Algorithms used in the Comparison

GRU4REC The !rst widely-used neural approach to session-based recommendation, based on RNNS [9].
NARM An attention-based neural method [14], often leading to competitive results [16].
SKNN A nearest neighbor technique that shows competitive results in a number of domains [15].
CAGH A simple yet often e"ective baseline proposed in [3], which recommends the greatest hits of

artists that are similar to those appearing in the seed tracks.

Table 2: Results for !rst simulation round for the #nowplaying dataset.

Algorithm F1 Precision Recall Gini Popularity (abs.) Popularity (rel.) Coverage

SKNN 0.1550 0.1482 0.1624 0.4782 57,7683 39,8138 61,161
NARM 0.1481 0.1490 0.1472 0.5982 65,7828 48,0066 59,578

GRU4REC 0.1227 0.1175 0.1283 0.4169 22,7044 4,7920 61,119
CAGH 0.0002 0.0005 0.0001 0.9301 171.7474 153.6176 24,718

Table 3: Results for the !rst simulation round for the 30Music dataset.

Algorithm F1 Precision Recall Gini Popularity (abs.) Popularity (rel.) Coverage

SKNN 0.1988 0.1802 0.2218 0.5629 21,6084 15,5684 429,338
NARM 0.1955 0.1697 0.2306 0.7116 23.9657 17.9276 365,736

GRU4REC 0.1537 0.1318 0.1844 0.6547 24,0323 18,0633 397,470
CAGH 0.0000 0.0000 0.0000 0.9340 83.2055 77.0883 141,257

Figure 1: Simulation Results for the #nowplaying Dataset. NARM ran out of memory (>64 GB) after 5 iterations as we add
more data to the training set. Additional simulations (not shown here) in which we created playlists for only 20% of the data
in each round con!rmed the trends observed for the full datasets.

GRU4REC. For NARM, however, which exhibited a strong concen-
tration bias already at the beginning, this personalized reranking
does not seem to be very e"ective. This phenomenon can be at-
tributed to the limited level of personalization of NARM, as shown
in Table 2. Overall, however, the results also indicate that already
simple reranking strategies can be e"ective countermeasures to
avoid undesired concentration e"ects.

Furthermore, the reranking strategies do also not lead to a loss
in accuracy. Looking a the precision and recall values obtained in

our simulation experiment, we see that the accuracy of GRU4REC
for both reranking strategies remains almost constant; for SKNN,
the performance is even slightly increased, as observed previously
for the music domain in [10]. These results are consistent for both
datasets. Speci!cally, if we average precision and recall over all
iterations for GRU4REC without reranking on the #nowplaying
dataset, both precision and recall are at about 0.11. Applying either
reranking strategy only leads to changes at the third place after the

477



17 July 2025 | Christine Bauer, From toy models to tactics: What user simulation is good for

4 simple—possibly unrealistic—user choice models

Comparing impact of (strongly) diverging behaviors

19

Deterministic 

User listens to all top N 
recommendations

Random 

User listens to each item 
with probability 50%

Inspection-
Abandon 

User listens to each item 
with probability 50%, 

after item: stop listening 
entirely with  

probability 30%

Biased 

Like Inspection-
Abandon,  

but users are 10% more 
likely to listen to male 

artists

Andrés Ferraro, Michael D. Ekstrand, & Christine Bauer (2024). It's not you, it's me: the impact of choice models and ranking strategies on gender imbalance in music recommendation. Proceedings of 
the 18th ACM Conference on Recommender Systems (RecSys 2024). Bari, Italy, 14-18 October, pp 884-889. DOI: 10.1145/3640457.3688163
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U
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More variation 
between columns 

than rows 

↓ 
Algorithms have 

more impact than 
user choice 

models

Andrés Ferraro, Michael D. Ekstrand, & Christine Bauer (2024). It's not you, it's me: the impact of choice models and ranking strategies on gender imbalance in music recommendation. Proceedings of 
the 18th ACM Conference on Recommender Systems (RecSys 2024). Bari, Italy, 14-18 October, pp 884-889. DOI: 10.1145/3640457.3688163
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Toy models 
→not the whole picture 
→no subtle details 

Tactical insights on what the user 
simulation was specifically designed for. 

From toy models to 
tactical insights

21
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Extremes can mean: 
■ Rare user behavior (e.g., a new user 

binge-clicking unrelated items) 
■ Unusual preference shifts (e.g., a user 

drastically changing interests overnight) 
■ Outlier content dynamics (e.g., one item 

going unexpectedly viral) 
■ Adversarial user behaviors (e.g., 

flooding clicks to boost an item) 
■ …

Simulating extremes  
(e.g., to investigate implications)

22
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e.g., CONversational Information 
ACcess agents (CONIAC) 
→Multi-turn interactions 
→Combination of retrieval, 

recommendation, clarification, 
explanations,… 

→Exploring “what ifs”

Dealing with complexity

23

Christine Bauer, Li Chen, Nicola Ferro, Norbert Fuhr,  et al. (2025). Conversational Agents: A Framework for 
Evaluation (CAFE) (Manifesto from Dagstuhl Perspectives Workshop 24352).  DOI: 10.48550/arXiv.2506.11112

Looking at your preferences, 
you might like shorts more. 

Here few examples

I would like to buy a new swimming suit

Great! Do you prefer elastane 
or polyester?

I don't really know. What are the 
advantages of each material?

Elastane has excellent UV-
protective quality but it is  

not very breathable.

Although Polyester is not as 
elastic as elastane, swimwear 
made of it is highly durable.

Based on your previous 
purchases, you might prefer 
something more durable: why 

not going for polyester?

You are right! Which do you think are 
better, briefs or shorts?

What do you mean by briefs?

Sorry, I'm not a native speaker, I meant 
speedo

Thank you! I like this one

Personalized
Recommendation

Recommendation

Search and 
Generate

Personalized
Recommendation

Clarification



17 July 2025 | Christine Bauer, From toy models to tactics: What user simulation is good for

Abstraction: What we lose and gain

24

Aspect Abstracted model Realistic model

Speed ✅ ❌

Fidelity ❌ ✅

Interpretability ✅ ❌

Generalization ✅ ❌
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3 questions to ask

■ What question are you trying to answer? 
■ What level of realism is necessary? 
■ How will you validate your insights?

25

design choice for user simulation
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Simulation with LLMs: the good, the bad, and the ugly

Yet, critical challenges require attention: 
■ Neither representative of the general 

population nor based on a well-defined, 
controlled user model 

■ How biased are they? → We do not know!

26

Speed ?
Fidelity ❌

Interpretability ❌

Generalization ?

LLM-based simulations can be useful → growing number of research papers!
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■ Simulation is about 
reasoning, not realism 

■ Simple agents can yield deep 
insights 

■ Thoughtful abstraction is a 
strength, not a flaw 

■ Don’t you dare using  
“unthoughtful abstraction”! 

Takeaways

27

reusable :)
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